Machine Learning CS 4641 .
Georgia
Tech

Decision Tree

Nakul Gopalan
Georgia Tech

These slides are adopted from Polo, Vivek Srikumar, Mahdi Roozbahani and Chao Zhang.






Visual Introduction to Decision Tree
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Building a tree to distinguish homes in New
York from homes in San Francisco



http://www.r2d3.us/visual-intro-to-machine-learning-part-1/

Decision Tree: Example (2)

Outlook: Sunny,
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Will | play tennis today?



Decision trees (DT)
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Model parameters: The tree structure and size
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The classifier:




Flow charts - xkcd
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Decision trees

RS

Pleces:

1. Find the best attribute to split on

////N
2. Find the best split on the chosen attribute
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3. Decide on when to stop splitting
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Categorical or Discrete attributes

 Three variables: V\aj‘ o\ Q\HW% "VOP
~ Hair = {blond, dark} =7
— Height = {tall,short}
L abel- Country = {Gromland, Polvia}

Training data: >
(B, T,P)
(B, T,P)
(B,S,G)
+D,S,G)
+(D,T,G)
(B,S,G)

Height = T?
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At each level of the tree, After enough splits, only
we split the data one class is represented

according to the value |in the node - This is a
of on of the attributes P: terminal leaf of the tree

We call that class the

W, , output class for that
Halry node

Height = T?

‘G’ is the output
for this node




General Decision Tree (Discrete

Attributes)
~ Attribute
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Continuous attributes or ordered attributes

Decision Tree Example
X,=0.5
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Test data

The class of a nhew input can be classified by following the

tree all the way down to a leaf and by reporting the output
of the leaf. For example:

(0.2,0.8) is classified as X
(0.8,0.2) is classified as @




General Decision Tree (Continuous
Attributes)
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Output class Y =y,

Output class Y =y,
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