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Announcements

• Chris ran the python introduction last week

• Project sign-ups have begun

• TA hours – Start assignments early



What is a line?



Are things linear?



Outline

• Supervised Learning

• Linear Regression

• Extension
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Supervised Learning: Overview
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Supervised Learning: Two Types of Tasks
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1. Regression 2. Classification

Given: training data 

Learn: a function

Curve fitting Class estimation

When y is continuous: When y is discrete:



8

Classification Example 1: Handwritten digit recognition



Classification Example 1: Hand-Written Digit Recognition
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A classification problem



Classification Example 2: Spam Detection
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SPAM

NOT SPAM

A classification problem



Regression Example 1: Apartment Rent Prediction
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A regression 

problem



Regression Example 2: Stock Price Prediction
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A regression problem
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T

n

n

d

𝑥 = 𝑥1, 𝑥2, … , 𝑥𝑛 ∈ 𝑅𝑑

𝑦 = 𝑦1, 𝑦2, … , 𝑦𝑛



Regression: Problem Setup

14



Outline

• Supervised Learning

• Linear Regression

• Extension
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Linear Regression
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d d

d

𝑦 = 𝑥𝜃 + 𝜖

random noise

http://madrury.github.io/jekyll/update/statistics/2017/08/12/noisy-regression.html
http://madrury.github.io/jekyll/update/statistics/2017/08/12/noisy-regression.html


Least Mean Square Method
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Matrix form

n

Training

n
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෠𝜃 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝜃 𝐿 𝜃 =
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𝑛
෍
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= 0



Matrix form

𝑥 =

1 𝑥1
{1}

… 𝑥1
{𝑑}

1 𝑥2
{1}

⋱ 𝑥2
{𝑑}

⋮
1

⋮

𝑥𝑛
{1}

⋱ ⋮

… 𝑥𝑛
{𝑑}

𝑦 =

𝑦1
𝑦2
⋮
𝑦𝑛

𝑀𝑆𝐸(𝜃) = 𝑎𝑟𝑔𝑚𝑖𝑛 𝜃 𝐿 𝜃 =
1

𝑛
𝑦 − 𝑥𝜃 T(y − 𝑥𝜃)

𝜃 =

𝜃0
𝜃1
⋮
𝜃𝑑
(𝑑 + 1) × 1𝑛 × 1𝑛 × (𝑑 + 1)

𝑥𝜃 =

𝜃0 + 𝜃1𝑥1
{1}

+ 𝜃2𝑥1
{2}

+⋯+ 𝜃𝑑𝑥1
{𝑑}

𝜃0 + 𝜃1𝑥2
{1}

+ 𝜃2𝑥2
{2}

+⋯+ 𝜃𝑑𝑥2
{𝑑}

⋮

𝜃0 + 𝜃1𝑥𝑛
{1}

+ 𝜃2𝑥𝑛
{2}

+⋯+ 𝜃𝑑𝑥𝑛
{𝑑}

𝑛 × 1



Matrix Version and Optimization
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Let’s rewrite it as:

𝜕𝐿(𝜃)

𝜕𝜃
= −

2

𝑛
𝑥1, … , 𝑥𝑛

𝑇 𝑦1, … , 𝑦𝑛 +
2

𝑛
𝑥1, … , 𝑥𝑛

𝑇 𝑥1, … , 𝑥𝑛 𝜃 = 0

Define X = 𝑥1, … , 𝑥𝑛 and y = 𝑦1, … , 𝑦𝑛

𝜕𝐿(𝜃)
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2
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XTy +
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⇒ 𝜃 = 𝑋𝑇𝑋 −1𝑋𝑇𝑦 = 𝑋+ 𝑦 𝑋+ is the pseudo-inverse of 𝑋
𝑋𝑇𝑋𝑋+ = 𝑋𝑇
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෍
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𝑋𝑛×𝑑 𝑑 = dimension𝑛 = instances

𝑋𝑇𝑋 = 𝑑 × 𝑛 𝑛 × 𝑑

𝜃 = 𝑋𝑇𝑋 −1𝑋𝑇𝑦 = 𝑋+ 𝑦

= 𝑑 × 𝑑

Not a big matrix because 𝑛 ≫ 𝑑This matrix is invertible most of the 

times. If we are VERY unlucky and columns of 𝐗𝐓𝑿 are not linearly 

independent (it’s not a full rank matrix), then it is not invertible. 



Alternative Way to Optimize
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𝜃 = 𝑋𝑇𝑋 −1𝑋𝑇𝑦

𝜕𝐿(𝜃)

𝜕𝜃
= −

2

𝑛
෍

𝑖=1

𝑛
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𝑛
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× 𝑥𝑖
𝑇(𝑦𝑖 − 𝑥𝑖𝜃)



Methods to optimize
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𝜃 = 𝑋𝑇𝑋 −1𝑋𝑇𝑦

n

n

× 𝑥𝑖
𝑇(𝑦𝑖 − 𝑥𝑖𝜃)

+
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𝑛
෍
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𝑛
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𝑇( 𝑦𝑖 − 𝑥𝑖𝜃)



Linear regression for classification

Raw Input 𝑥 = (𝑥0, 𝑥1, … , 𝑥255)

Linear model (𝜃0, 𝜃1, … , 𝜃255)

𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑎𝑛𝑑 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝑥 = (𝑥0, 𝑥1. 𝑥2)

𝑆𝑢𝑚 𝑢𝑝 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑝𝑖𝑥𝑒𝑙𝑠 = 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
Symmetry = -(difference between flip version)

Extract useful information
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𝑥 = (𝑥0, 𝑥1, 𝑥2)
𝑥1 = 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑥2 = 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦

𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦

It is almost linearly separable



Linear regression for classification

Use linear regression 𝑥𝑖𝜃 ≈ 𝑦𝑛 = ±1

Let’s calculate, 𝑠𝑖𝑔𝑛 𝑥𝑖𝜃 = ቐ

−1 𝑥𝑖𝜃 < 0
0 𝑥𝑖𝜃 = 0
1 𝑥𝑖𝜃 > 0

Binary-valued functions are also real-valued ±1 ∈ 𝑅

For one data point (data-point 𝑖) with d dimensions (instance):

𝑥0

⋮

𝑥𝑑

𝑥1
𝑠

ℎ(𝑥)

𝑠𝑖𝑔𝑛 𝑥𝑖𝜃 → binary transformation

Σ
𝑥𝑖𝜃

𝑖 = index of a data-point



+1

0

−1

Not really the best for classification, but t’s a good start



Outline

• Supervised Learning

• Linear Regression

• Extension

27



Extension to Higher-Order Regression
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d
d

d
d𝑧 = 1, 𝑥, 𝑥2, … , 𝑥𝑑 ∈ 𝑅𝑑

𝑦 = 𝑧𝜃



Least Mean Square Still Works the Same
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Matrix Version of the Gradient
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𝜕𝐿(𝜃)

𝜕𝜃
= −

2

𝑛
𝑧Ty +

2

𝑛
𝑧𝑇𝑧𝜃 = 0

⇒ 𝜃 = 𝑧𝑇𝑧 −1𝑧𝑇𝑦 = 𝑧+ 𝑦

(n)

d

d

𝑧 = 1, 𝑥, 𝑥2, … , 𝑥𝑑 ∈ 𝑅𝑑 𝑦 = 𝑦1, 𝑦2, … , 𝑦𝑛



Poll

Can every non-linear problem be separated by a linear boundary? 

• Yes

• No



What is happening in polynomial regression?

𝑥 = [0,0.5,1, … , 9.5,10] 𝑓 = 𝜃0 + 𝜃1𝑥 + 𝜃2𝑥
2

𝜃0 = 3; 𝜃1 = 1; 𝜃2 = −0.5𝑦 = [3,3.4875,3.95, … , 7.98,8]

x

y

RMSE=0



Let’s add to the feature space

𝑥1 = [0,0.5,1, … , 9.5,10] 𝑥2
2 = [0,0.25,1, … , 90.25,100]

𝑦 = [3,3.4875,3.95, … , 7.98,8]



We are fitting a D-dimensional hyperplane in a D+1 
dimensional hyperspace (in above example a 2D plane 

in a 3D space). That hyperplane really is 'flat' / 'linear‘ 

in 3D. It can be seen a non-linear regression (a curvy 

line) in our 2D example in fact it is a flat surface in 3D.

So the fact that it is mentioned that the model is linear 

in parameters, it is shown here. 

x

y



Increasing the Maximal Degree
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D = 0
D

D D

D = 1

D = 3 D = 9



Which One is Better?
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- We will know the answer in next lecture.

D D

D DD = 3 D = 9

D = 0 D = 1



Take-Home Messages

• Supervised learning paradigm

• Linear regression and least mean square

• Extension to high-order polynomials
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