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» Unconstrained and constrained optimization
» Lagrange multipliers and KKT conditions

» Gradient descent

Complementary reading: Bishop PRML — Appendix E
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Why optimization?

= Machine learning and pattern recognition algorithms often focus on the minimization
or maximization of aquantity
= Likelihood of adistribution given adataset
= Distortion measure in clustering analysis
= Misclassification error while predicting labels
= Square distance error for areal value prediction task




Basic optimization problem

= QObjective or costfunction f (x) the quantity we are trying to optimize (maximize or
minimize)

= Thevarnables x1, x2, ..., x, Which can be represented in vector form asx (Note: x,, here
does NOT correspond to apoint in our dataset)

= Constraints that limit how small or big variables can be. These can be equality
constraints, noted as hy (x) and inequality constraints noted as g;(x)

= Anoptimization problem is usually expressed as:

max f(x)

a(x) = 0
h(x) =0

S. L.
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Unconstrained and constrained optimization
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Lagrangian multipliers: equality constraint

max 1—x? —x?
X

s.t. x1+x,—1=0

Objective function: f(x1,x3) = 1 — x% + x5
Equality constraint: h(x{,x,) = x;+x,—1=0
Intuition: Vf (x) + uVh(x) = 0

Lagrangian: L(x, 1) = f(x) + uh(x) =0
s.t. u+0

Solve VL(x, 1)
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Lagrangian multipliers: equality constraint
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Lagrangian multipliers

= Maximization problem " Minimization problem
max f (X) min f (x)
X X
gx) =0 gx) =0
S. t. h(x) = 0 S.T. h(x) = 0
= Lagrangian function: " |agrangian function:
Lx, A, u) =f(x)+Ag(x) + uh(x) L(x,Au) =f(x)—Ag(x) + uh(x)
= KKT conditions: = KKT conditions:
gx) =0 gx) =0
A=0 A=0
Ag(x) =0 Ag(x) =0
u+0 u+0

Solve the optimization problem by resolving: VL = 0
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Search



Gradient descent

=  Common in machine learning problems when not all of the data is available
Immediately or aclosed form solution is computationally intractable
= |terative minimization technigue for differentiable functions onadomain

Xn+1 = Xpn — VVF(Xn)




Closed or Symbolic differential

f(x) =x?+x+1

Af(x)

Ax =2x+1




Method of Finite differences

f(x) =x?+x+1

Af(x)  f(x+A) - f(x)
Ax 2A




Autodiff

Automatic differentiation (AD): A method to get exact derivatives efficiently, by
storing information as you go forward that you can reuse as you go backwards

» Takes code that computes a function and returns code that computes the
derivative of that function.

* “The goal isn’t to obtain closed-form solutions, but to be able to write a
program that efficiently computes the derivatives.” « Autograd, Torch Autograd

From slides of Paul Vicol, and Ryan Adams



Autodiff

An autodiff system will convert the program into a sequence of primitive
operations which have specified routines for computing derivatives

Sequence of primitive operations:

t1 = wx
z=ti + b

Zz=wx-+0b t3 = —z
— 1 ty = exp(t3)
1 + exp(—2z) =14 ta
52%()’—1?)2 y=1/ts
te=y—t
t; =t

L=it:/2

Original program:

y

From slides of Roger Grosse



Gradient descent: HHmmelblau'’s function
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