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Uncertainty and Information
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Information is processed data whereas knowledge is information that is 

modeled to be useful.

You need information to be able to get knowledge



Uncertainty and Information

Which day is more uncertain?

How do we quantify uncertainty?

High entropy correlates to high information or the more 
uncertain



Information

Ὅὢ ÌÏÇ
ρ

ὴὼ

Let X be a random variable with distribution p(x)
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Information

Ὅὢ ÌÏÇ
ρ

ὴὼ

Let X be a random variable with distribution p(x)

Information obtained by random word from a 100,000 word vocabulary:

ὍύέὶὨÌÏÇ
ρ

ὴὼ
ÌÏÇ

ρ

ρȾρπππππ
ρφȢφρὦὭὸί

Have you heard a picture is worth 1000 words?

A 1000 word document from same source:

ὍὨέὧόάὩὲὸρπππὍύέὶὨρφφρπ

A 640*480 pixel, 16 -greyscale video picture (each pixel has 16 bits information):

ὍὖὭὧὸόὶὩÌÏÇ
ρ

ρȾρφ ᶻ
ρςςψψππ

A picture is worth (a lot more than) 1000 words!

2





Which one has a higher probability: T or H?

Which one should carry more information: T or H?







Example

Morse Code image from Wikipedia Commons



Information Theory
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ÅInformation theory is a mathematical 
framework which addresses questions like:

How much information does a random variable carry 
about?

How efficient is a hypothetical code, given the 
statistics of the random variable?

How much better or worse would another code do?

Is the information carried by different random 
variables complementary or redundant?
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Entropy
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Entropy
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Entropy Computation: An Example
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