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Uncertainty and Information
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Informatlon IS processed data whereas knowledge is information that is
— —— modeled to be useful.

You need information to be able to get knowledge

e information #= knowledge
Concerned with abstract possibilities, not their meaning



Uncertainty and Information

25%| Rainy
— 50%| Rainy

75%| Sunny
50%| Sunny

Which day is more uncertain?

How do we Wertainty?

High entropy correlates to high information or the more
uncertain



Information

Let X be a random variable with distribution p(x)
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Information

Let X be a random variable with distribution p(x)
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Have you heard a picture is worth 1000 words?
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Information obtained by random word from a 100,000 word vocabulary:
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A 1000 word document from same source:

TVQE QO NQHPWTTIO £ QP @@ p T
— —
A 640*480 pixel, 16 -greyscale video picture (each pixel has 16 bits information):

p
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A picture is worth (a lot more than) 1000 words!




MOTIVATION: COMPRESSION

» Suppose we observe a sequence of events:

» Coin tosses
Words in a language —

>
» notesin asong -
> etc.

» We want to record the sequence of events in the smallest
possible space. — [¥- —

» In other words we want the shortest representation which
preserves all information.

» Another way to think about this: How much information
does the sequence of events actually contain?



MOTIVATION: COMPRESSION

To be concrete, consider the problem of recording coin tosses in

unary.
/A U |
\.
Approach 1:
H|T
0 |00
00, 00, 00, 00,0

We used 9 characters

Which one has a higher probability: T or H?

Which one should carry more information: T or H?



MOTIVATION: COMPRESSION

To be concrete, consider the problem of recording coin tosses in

unary.
LLT.T.H
Approach 2:
H ||
00 | O
0,0,0,0,00
RSk

We used 6 characters

—



MOTIVATION: COMPRESSION

» Frequently occuring events should have short encodings
» We see this in english with words such as “a”, “the”,

(e

“and”, etc. —
/ - - - -
» We want to maximise the infor -ner-character

» seeing common events provides little information

» seeing uncommon events provides a lot of information
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Example

International Morse Code

1. The ke=ngth of a dat s ans unit.

2. 48 dash s thres wnis.
3. The zspace betessn parts aof e same l=tter = one unit.
4. The spaos batwean etters o thres units.
5. The spacs betessn waords s ssysn units.
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Morse Code image from Wikipedia Commons



Information Theory

Alnformatlon theory is a mathematical
framework which addresses questions like:

How much Information does a random varlable carry
about?

How efficient is a hypothetical code, given the
statistics of the random variable?

How much better or worse would another code do?

T~
s the information carried by different random—
variables complementary or redundant?

HXY) = H(Y) 4 HEXIY)

1.62 bits 0.81 bits 0.81 bits
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Entropy

¢ Entropy H(lj) of a random variable 1;/ Tw): I?]:( (W'-)>
K 107 PDO)
H(Y) = - Z P(y k) log, P(y = k)
< k=1 (,)(f)))

for G = = (P“'“ T (o) + PO br,
o H(Y) is the expected number of bits needed to encode a “4(2/*“) T
|
\/ >

randomly drawn value of Y (under most efficient code)

¢ Information theory:

Most efficient code assigns —log P(Y = k) bits to encode the message
Y =k, So, expected number of bits to code one random Y is:

ZP@ k) log, P(y = k)

\
i\
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Entropy

1.0

Entropy(S)
o
(%]
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0.0 0.5 1.0

¢ Sisasample of coin flips

» p, is the proportion of heads in §
o p_ isthe proportion of tailsin §
¢ Entropy measure the uncertainty of S

H(S) = —p+logy p+ — p—logy p—

1/



Entropy Computation: An Example
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