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Probabillity

o Asample space S is the set of all possible outcomes of a
conceptual or physical, repeatable experiment. (S can be finite
or infinite.)

¢ E.g., Smay be the set of all possible outcomes of a dice roll: S
(1 2 3 4 5 6)

¢ E.g., Smay be the set of all possible nucleotides of a DNA site: S

(A € G T) f

¢ E.g., S may be the set of all possible time-space positions of an
aircraft on a radar screen.

» An Event A is any subset of S

¢ Seeing "1" or "6" in a dice roll; observing a "G" at a site; UAOO7 in
space-time interval



Three Key Ingredients In Probabllity Theory

A sample space Is a collection of all possible outcomes

Random variables () represents outcomes In sample space

Probability of a random variable to happen N(@W) N W ®

nw



Continuous variable
Continuous probability distribution
Probability density function
Density or likelihood value
Temperature (real number)
Gaussian Distribution

H Q0 P

Discrete variable
Discrete probabillity distribution
Probability mass function o
Probability value nw p
Coin flip (integer)
Bernoulli distribution



Continuous Probability Functions

¢ Examples:
¢ Uniform Density Function:
1
fx(x)= h— g foranSb
0 otherwise

¢ Exponential Density Function:
X

fi,(x) = %e_ﬁ forx=>0

—X
E(x)=1—e# forx >0

¢ Gaussian(Normal) Density Function

i) = e 2
X) = e 20
* V2o




Discrete Probability Functions

¢ Examples:
¢ Bernoulli Distribution:
In Bernoulli, just a single trial is conducted
1—p forx=0
“|p forx =1

¢ Binomial Distribution: k is number of successes

« P(X = k)=(7)p*(1 —p)"*
n-k i1s number of failures

.

The total number of ways of selection k distinct combinations of n
trials, irrespective of order
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Example

X and Y are random variables

N = total number of trials

" Number of occurrences

X =Throw a . .
dice Y = Flip a coin
X .
N p W ¢ o ® T L © ® O
0 O O |€ T |€ C | € L | € p|E U G T
Y 0 00 hio ¢ |€ C | € T | € C | € T | € o) P U

o 5 6 6 7 5 6 N=35
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Pr(x=4, y=h)

Pr(x=5)

Priy=t | x=3)

Joint from conditional
Pr(x=xi,y = Vi)

N=35




Probability: nNnw =

Joint probability: nw o o -

Conditional probability: RO AR €
w

Sum rule
N o) r](oo o oo o’o)+ N(w) 0 hw

Product rule

n(e ohd o) = T Nw old o)nd o

n(oy) AR @



Joint Distribution

e Key concept: two or more random variables may interact.
Thus, the probability of one taking on a certain value depends on
which value(s) the others are taking.

e We call this a joint ensemble and write

p(x,y) = prob(X =z and Y = y)

Z

= - - - - —— -
s - - - e -
# - pe

p(X,y.z)
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Marginal Distribution

e We can "sum out” part of a joint distribution to get the marginal
distribution of a subset of variables:

p(z)=> plz,y)
Y

e This is like adding slices of the table together.

V} ,’ _’ p(x,y)

e Another equivalent definition: p(z) = »_, p(z[y)p(y).
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Conditional Distribution

e If we know that some event has occurred, it changes our belief
about the probability of other events.

e [his is like taking a "slice” through the joint table.

p(z|y) = p(z,y)/p(y)

//\

p(x.ylz)
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Independence & Conditional Independence

e Two variables are independent iff their joint factors:

p(x,y) = p(x)p(y)

p(x.,y) | _
| HEEEEN

- X

p(y)

e Two variables are conditionally independent given a third one if for
all values of the conditioning variable, the resulting slice factors:

p(z,y|z) = p(x|2)ply|z)  Vz
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Conditional Independence

o Examples:

P(Virus | Drink Beer) = P(Virus)
iff Virusis independent of Drink Beer

P(Flu | Virus;DrinkBeer) = P(Flu|Virus)
iff Fluisindependent of Drink Beer, given Virus

P(Headache | Flu;Virus;DrinkBeer) =
P(Headache |Flu;DrinkBeer)
iff Headache is independent of Virus, given Flu and Drink Beer

Assume the above independence, we obtain:
P(Headache;Flu;Virus;DrinkBeer)
=P(Headache | Flu;Virus;DrinkBeer) P(Flu | Virus;DrinkBeer)
P(Virus | Drink Beer) P(DrinkBeer)
=P(Headache |Flu;DrinkBeer) P(Flu|Virus) P(Virus) P(DrinkBeer)

17
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Bayeso Rul e

» P(X]Y)= Fraction of the worlds in which X is true given that Y is
also true.

» For example:
¢ H="Having a headache”
¢ F=“Coming down with flu”
e P(Headche|Flu) = fraction of flu-inflicted worlds in which you
have a headache. How to calculate?

» Definition:
P(X,Y) B P(Y|X)P(X)

P(Y)  P(Y)
P(X,Y) = P(Y|X)P(X)

P(X|Y) =

Corollary:

This is called Bayes Rule

19



Bayeso Rul e

» P(Headache|Flu) = “HeeZ2ce )
_ p(Flu|Headache)pr(Headache)
- P(Flu)

Other cases:

B P(X|Y)P()
» P(Y]X) = PX|Y)P()+P(X|Y)P(-Y)
B B P(X|Y)P(Y)
» PO =yilX) = 5 b @Y = yora=n
P(X|Y,Z)p(y,2)
o POYIX,Z) = FEEETED =
P(X|Y,Z)pP(v,2)

P(X|Y,Z)p(v,2)+P(X|Y,Z)P(~Y,2)
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Mean and Variance

Expectation: The mean value, center of mass, first moment:

(00

Ex[g(X)] = f g ()px(Ddx = p

N-th moment: g(x) = x™
N-th central moment: g(x) = (x — p)"

(0.0

Mean: Ex[X] = [~ xpx(x)dx

o E|laX]| = aE[X]

o Ela + X| = a + E[X]
Variance(Second central moment): Var(x) =
Ex[(X — Ex[X])?] = Ex[X?] — Ex[X]*

o Var(aX) = a?Var(X)

o Var(a + X) = Var(X)

ZZ



For Joint Distributions

» Expectation and Covariance:
o E[X +Y] = E[X] + E[Y]
o cov(X,Y) = E[(X — Ex[X])(Y — Ey(Y)] = E[XY] — E[X]E[Y]
e Var(X +Y) =Var(X) + 2cov(X,Y) + Var(Y)
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Gaussian Distribution

- - - - " 1 ™~ p v (
¢ Gaussian Distribution: Qusp h, . Q
V¢ &,
Probability density function
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Multivariate Gaussian Distribution
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