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Probability
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Three Key Ingredients in Probability Theory
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Random variables ὢrepresents outcomes in sample space

A sample space is a collection of all possible outcomes

Probability of a random variable to happen ὴὼ ὴὢ ὼ

ὴὼ π



Continuous variable  
Continuous probability distribution 

Probability density function
Density or likelihood value

Temperature (real number)
Gaussian Distribution

Discrete variable  
Discrete probability distribution 

Probability mass function
Probability value

Coin flip (integer)
Bernoulli distribution

ὴὼ ρ

ὴὼὨὼ ρ
ὼ



Continuous Probability Functions
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Discrete Probability Functions

In Bernoulli, just a single trial is conducted

k is number of successes

n-k is number of failures

▪
▓

The total number of ways of selection k distinct combinations of n

trials, irrespective of order .
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Example

Y = Flip a coin
X = Throw a 

dice

ὲ σ ὲ τ ὲ ς ὲ υ ὲ ρ ὲ υ ςπ

ὲ ς ὲ ς ὲ τ ὲ ς ὲ τ ὲ ρ ρυ

5 6 6 7 5 6 N=35

X

Y
ώ ὬὩὥὨ

ώ ὸὥὭὰ

ὼ ρ ὼ ς ὼ σ ὼ τ ὼ υ ὼ φ

X and Y are random variables

N = total number of trials

ὅ

ὅ

▪░▒= Number of occurrences



ὲ σ ὲ τ ὲ ς ὲ υ ὲ ρ ὲ υ ςπ

ὲ ς ὲ ς ὲ τ ὲ ς ὲ τ ὲ ρ ρυ

5 6 6 7 5 6 N=35

X

Y
ώ ὬὩὥὨ

ώ ὸὥὭὰ

ὼ ρ ὼ ς ὼ σ ὼ τ ὼ υ ὼ φ ὅ

ὅ

Pr(x=4, y=h)

Pr(x=5)

Pr(y=t | x=3)

Joint from conditional
Pr(x=x i , y = yi) 



ὴὢ ὼȟὣ ώ
ὲ

ὔ
Joint probability: 

Probability: ὴὢ ὼ
ὧ

ὔ

Sum rule

ὴὢ ὼ ὴὢ ὼȟὣ ώ ᵼ ὴὢ ὖὢȟὣ

Product rule

ὴὢ ὼȟὣ ώ
ὲ

ὔ

ὲ

ὧ

ὧ

ὔ
ὴὣ ώὢ ὼὴὢ ὼ

ὴὢȟὣ ὴὣὢὴὢ

ὴὣ ώȿὢ ὼ
ὲ

ὧ
Conditional probability: 



Joint Distribution
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Marginal Distribution
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Conditional Distribution
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Independence & Conditional Independence
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Conditional Independence
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Bayesô Rule

19



Bayesô Rule
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Mean and Variance
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For Joint Distributions
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Gaussian Distribution
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Multivariate Gaussian Distribution
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